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While some institutional investors are concerned that high frequency trading increases the cost of investing, others suggest that high frequency trading has been beneficial, for example by creating more accurate and faster pricing of securities and adding liquidity to the market. Understanding the facts, and so which of these viewpoints is closer to reality, is a much-needed input to policy formation. The FCA will remain open and interested in creating and compiling the evidence.

Martin Wheatley, CEO-Designate, Financial Conduct Authority

Abstract

This paper studies whether high-frequency trading (HFT) increases the execution costs of institutional investors. We use technology upgrades that lower the latency of the London Stock Exchange to obtain variation in the level of HFT over time. Following upgrades, the level of HFT increases. Around these shocks to HFT, as far as can be measured, institutional traders’ execution costs remain unchanged. Thus, we find no evidence that these increases in HFT activity impacted institutional execution costs.
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I. Introduction

Transaction costs matter.¹ Financial markets exist so investors can efficiently transfer assets and their associated payoffs and risks; the cheaper it is to transfer an asset, the more likely the most-suited investor will end up holding the asset. In addition, with lower transaction costs, investors with private information can more readily buy and sell, aiding price discovery.

High-frequency trading (HFT) accounts for an increasingly large fraction of financial market trading, potentially affecting transaction costs. HFT is a subset of computer-based trading, defined by the use of sophisticated trading algorithms and the ability to trade rapidly to make proprietary returns. Until recently, human intermediaries, such as NYSE Specialists and registered market makers, facilitated the smooth transfer of assets. Now, many human market makers have been substituted by computers. Some high frequency trading firms (HFTs) engage in active trading such as arbitrage, structural, and directional strategies (Hendershott, 2011).

While the rise of machines has raised concern, most academic evidence suggests it has improved measures of market quality such as volatility, price discovery, and liquidity (e.g. see Linton and O'Hara, 2011). Even though raw measures of market liquidity may improve, including the spread, this does not necessarily imply that institutional investors are better off.² Some claim that execution costs, a component of transaction costs, could be increasing because of HFT. Possible reasons include faster reaction to public information by HFTs, which pick off orders from slower market participants, or trading in front of institutional investors through the detection of autocorrelation in order flow caused by institutional investors entering large trades. Important gaps exist in the literature on the impact HFT has on the different components of the transaction costs of institutional investors including execution costs.

This paper aims to address one of these gaps. We construct measures of HFT activity and institutional investor execution costs. We show that HFT activity increases following improvements in exchange speed. From 2007 to 2011, the London Stock Exchange (LSE) implemented a variety of improvements to its technology that dramatically increased exchange speed. These changes in exchange speed are used to study the role of HFT in institutional execution costs. We find no relationship between these shocks to the activity of HFTs and institutional execution costs.³

¹ We use the term ‘transaction costs’ to mean all costs incurred in financial trading, including execution cost, commissions and rebates, IT costs and other costs. We use the term ‘execution costs’ – synonymously, trading costs – to mean execution shortfall, the volume-weighted percentage difference between the price available in the market when brokers receive institutional orders and the price at which the order is executed. Our definition follows Anand et al (2010a). See Section III for further details.

² We use institutional investors, as with other papers in the literature, to refer to buy-side institutions such as pension plans and money managers. Our data come from ANcerno, a well-known consulting firm that works with pension plan sponsors and money managers to monitor their equity trading costs.

³ As noted, this is only one component of their transaction costs. We do not study, for example, whether HFTs have increased commission costs by increasing the number of trades to fill an order.
We study trading in the UK and show that institutional trading costs in the FTSE's 250 largest stocks have been decreasing since 2003, albeit with an interruption during the financial crisis, using a dataset from Ancerno. This trend is consistent with work done by others on trading costs in the US (Anand, Irvine, Puckett, and Venkataraman, 2010a). Like other papers in the academic literature, the measures used in this paper capture only the execution component of trading costs and do not include other trading costs such as commissions or technology costs.

The remainder of the paper focuses on November 2007 to August 2011. During this period we can identify HFT activity using the Financial Services Authority's (FSA) Sabre II dataset. The dataset includes all transactions by observable HFTs in the top 250 UK-listed stocks. To be in the dataset, a HFT firm must either be directly regulated in the European Economic Area (EEA) or must trade through a broker. We do not observe the trades of unregulated HFT firms that are placed directly on trading venues.

The Sabre II database covers all transactions of EEA-regulated firms in all debt, equity and debt and equity derivative instruments listed in the UK. Sabre II, and its successor Zen, constitute a rich record of trading in one of the world's major financial centres, though they have only been used in two previous research studies (Gondat-Larralde and James, 2008, and Benos and Sagade, 2012).

This FSA dataset captures most HFT activity in the UK until July 2010. For 2010, we have an external dataset to corroborate our HFT activity measure and the FSA dataset covers between 70% and 80% of total trading volume of HFTs until July. However, from August 2010 coverage falls to 40%. The decline is attributed to some HFTs becoming direct members of a trading venue, and no longer being obliged to report. Consequently we focus our analysis on the period prior to August 2010.

To study the role of HFT in institutional execution costs, first, we regress the level of HFT activity at the stock-day level on the speed of the LSE system. The regression includes a set of relevant control variables to control for long-term trends in our HFT activity measure and isolate the short-run impact of infrastructure changes on HFT activity. We find that, for two of the four LSE system changes before August 2010, HFT increases. We also examine execution costs around these technology changes, however, and find no measurable change. These results together show little measurable effect of HFT on institutional execution costs. However, intraday prices are volatile, which causes execution cost measures to be highly variable and makes it difficult to identify small changes in costs.

Second, under the maintained assumption of no effect on institutional execution costs through other channels, we can use an empirical method called two-stage least squares to examine the impact of HFT on institutional investors' execution costs. This method estimates the influence of one variable on another. We believe that a negligible effect through other channels is plausible as HFTs are the most capable to quickly utilize lower latencies. We regress our execution cost measure on our estimated proxy for HFT from the

---

4 All brokers are regulated and must report the transactions of their clients.

5 While we recognise that a factor in the fall in coverage is because some HFTs became direct members, we note that the FSA supervises and ensures that automated market abuse detection techniques are performed by the platforms on all of these trades, and indeed all of their Members' orders and transactions. The transaction reports for the other side of each trade are also collected and monitored.
first stage regression, continuing to find, however, no evidence that HFT has an effect on institutional execution costs.

Future work could usefully attempt to extend our analysis to additional events that cause variation in HFT activity, to include further measures of execution costs and to examine other outcome measures including other components of transaction costs.

The rest of the paper is structured as follows. Section II covers the relevant background information. Section III discusses the data and shows the time series of HFT and execution costs. Section IV lays out the empirical methodology and presents the results. Section V discusses the ten-year implications. Section VI concludes.

II. Background

HFT literature

A variety of papers have been written about computerised trading, many of them coming from the United Kingdom government’s Foresight Project, ‘The Future of Computer Trading in Financial Markets.’ This section covers the most relevant Driver Reports for this article.

Below we summarise the key findings of the Foresight Driver Reports on HFT so as to provide the reader an overview of the main issues and clarify where our paper fits in the project.

Hendershott (2011) argues that HFTs are similar to other speculators in the market and, while they often improve price efficiency, they could also decrease it, possibly having a negative effect on institutional investors. He defines four main HFT strategies – passive market-making, arbitrage, structural, and directional – and how they can affect market quality. While passive HFT market-making should generally reduce transitory pricing errors, a structural strategy that takes advantage of stale non-HFT orders could cause non-HFT liquidity providers to withdraw from the market, potentially increasing transitory pricing errors. Generally, however, such competition should lead to more efficient markets. Arbitrage strategies can be viewed as an efficient way to provide liquidity, but could also lead to non-HFT withdrawal. And while directional HFT strategies based on identifying and trading against transitory pricing errors lead to more efficient prices, momentum ignition would increase transitory volatility.

Rather than focus on trading strategies, Brogaard (2011) decomposes the activity of HFTs based on the type of information they observe, and how it relates to their profitability. The speed at which HFTs participate in financial markets implies their trading decision depends on information that changes rapidly. This information includes “order book dynamics, trade dynamics, past stock returns, cross stock correlations, cross asset correlations, and cross exchange information delays.” It can also include “information that may be illegitimately obtained or created ... from front running, quote stuffing, or layering.” Hendershott (2011) and Brogaard (2011) suggest there is a limited amount of information that can drive the trading activity and market participation of HFTs. While the information is limited, the way in which it is interpreted can vary from firm to firm. For instance, each firm may have a different parameter in its trading algorithm on how to handle different variables of interest, such as the slope of the order book or the depth at the best bid and offer. While both papers provide a useful overview of how HFTs might interact with data, their conclusions on the impact of HFT are ambiguous. They do not provide empirical evidence on how it can benefit or harm institutional traders’ trading activities.

It could be that information on trade and order book dynamics is used in such a way to push prices away from their true value temporarily when an institutional trader is detected
in the market. On the other hand, institutions also use algorithms to implement their buying and selling and so can actively try to ‘hide’ in the order flow. HFTs likely use order book and trade dynamics to manage risk. A better managed market maker could benefit institutional investors by being a more stable market participant and being relatively less likely to suddenly reverse their normal activities and unload equity positions onto the market.

Menkveld (2011) hypothesises on the growth of HFT and its influence on transaction costs. He concludes similarly that HFTs could improve the trading outcome for investors by providing quotes and linking markets. On the other hand, HFTs might also negatively affect trading:

If HFTs trade aggressively on quickly-processed public information they effectively increase adverse selection on investors’ price quotes. This essentially eliminates the ability for investors to earn the bid-ask spread rather than pay it which might make some trading strategies prohibitively expensive (e.g., option replicating strategies). Also, speed might trigger a socially wasteful arms race among high-frequency traders. Finally, electronic markets might be particularly vulnerable to new manipulative or socially destructive trading strategies.

Other Foresight papers examine market quality over time. Friederich and Payne (2011) show the trends in market conditions, though they are not able to infer causes for the trends. They find “evidence consistent with CBT [Computer-Based Trading] generating order flow that is more ‘continuous’, with smaller trade sizes, more frequent trades.” However, the impact of CBT is not necessarily the same for all types of stocks: “the increase in CBT that has affected larger stocks may have diminished trading interest in the stocks of hundreds of smaller listed companies, with attendant negative impact on liquidity.” While they find that CBT in liquid and large market capitalisation stocks may have positive effects, they also observe that smaller stocks appear to have had a decrease in their liquidity. They suggest this may be a result of attention being taken away from these smaller stocks and instead being focused on the large stocks.

Linton (2011) studies how the UK markets have evolved over the last decade and finds few changes that are statistically significant. He finds no clear evidence for a change in price volatility, the frequency of large price changes, liquidity, market efficiency or the contribution to volatility from the intraday period. While volume has declined, “it is hard to make a firm conclusion about the statistical significance of the recent declines in volume for the index.”

Linton and O’Hara (2011) survey the literature and conclude “the evidence suggests that computerised trading (whether in the guise of high frequency trading or algorithmic trading) has generally improved market quality. Liquidity, as measured by bid/ask spreads and other metrics, has improved over the last decade. During this period, transaction costs have also fallen for both retail and institutional traders. These liquidity and transaction cost effects have been particularly pronounced for large stocks.”

However, they do raise concerns. In particular, the concern that while on average, computerised trading may result in improved market quality, it can create episodic periods of poor market quality. “Unlike traditional designated specialists, high frequency traders typically operate with little capital, hold small inventory positions, and have no obligations to provide liquidity during periods of market stress. The speed of trading as well as the interconnectedness of markets made possible by HFT can transmit disruptions almost instantaneously across markets.”
While Friederich and Payne (2011), Linton (2011), and Linton and O’Hara (2011) provide useful insights into the time series properties of market quality, they do not directly examine institutional investors’ trading costs, or unravel the relationship between HFT and trading costs. This paper examines whether there is a link between institutional investors’ execution costs and HFT.

**Execution costs literature**

As there is an extant execution cost literature, we primarily focus on introducing the execution cost measure and describing the Ancerno dataset. We use the Ancerno dataset to measure institutional investors’ trading costs in UK securities.

Bessembinder (2003) succinctly summarizes why trading costs matter: “Obtaining accurate measures of trade execution costs and assessing the reasons for their systematic variation is important to individual investors, portfolio managers, those evaluating brokerage firm or financial market performance, and corporate managers considering where to list their shares.”

We focus on the effective spread costs as the measure of interest with respect to execution costs. It is a measure widely used by academics as well as practitioners (Bacidore and Sofianos, 2002, Grullon, Kanatas, and Weston, 2004, Hendershott, Jones, and Menkveld, 2011). In addition, the fact that it assumes a price away from the time during which the institution traded is the right measure of the ‘true’ price is particularly valuable in our context.

The dataset we use to measure execution costs comes from Ancerno. The Ancerno dataset has been used in other academic papers. For instance, Anand, Irvine, Puckett, and Venkataraman (2010a) and Anand, Irvine, Puckett, and Venkataraman (2010b) use the dataset. The former analyses institutional trading costs during the financial crisis, while the latter examines the persistence of different institutional traders’ execution costs. Anand et al. (2010b) provides a thorough description of the dataset in its appendix. The authors had several conversations with Ancerno to understand the nuances in how the data were gathered. Most important for this paper are survivorship bias and selection bias. Anand et al. (2010b) argue that survivorship bias is not a concern for two reasons that are likely to hold for the UK data. First, they were reassured by Ancerno representatives that there was no such bias. Second, they observe firms in the data that dropped out of the sample in the middle of the dataset time series.

They also test whether the institutions differ markedly from all 13F institutions using a set of 64 institutions in the Ancerno database. They “find that the characteristics of stocks held and traded by Ancerno institutions, including size, book-to-market, lagged returns, volatility, and liquidity attributes, are not significantly different from the characteristics of stocks held and traded by the average 13F institution. Ancerno institutions differ from the average 13F institution primarily in institution size.”

The Ancerno dataset is one of only a handful of datasets applicable for measuring execution costs at the institutional level. While this study does not need to use all the depth of the Ancerno dataset, it does benefit from its thoroughness as outlined by Anand et al. (2010a).

**III. Data**

We use two datasets to study the influence of HFT on execution costs. The first is the Ancerno database on the execution costs of institutional traders described above. The second captures HFT activity in the UK equity market.
The first source gives us institutional investors’ trades. Ancerno is a leading provider of data for trading cost analysis and, as discussed in the previous section, its data has been used in previous academic research.6 Ancerno collects institutional trading costs at the trade-by-trade level. The dataset contains the date and time of trades by institutions that report to Ancerno. In the report, the trade price, number of shares, and the direction of the trade are disclosed. The dataset also includes benchmark price measures, such as the value-weighted asset price over the previous trading day and the current day, the end of day price, and the beginning of day price.

The HFT data is from the Financial Services Authority (FSA) Transaction Reporting System (the FSA dataset). European legislation, the Markets in Financial Instruments Directive (MiFID), and Chapter 17 of the FSA Handbook define the reportable securities and authorised firms have to report transactions on those securities to the FSA.7 While reportable instruments include debt, equity, and derivative instruments listed on EEA-regulated markets, we focus on equities. Not every entity must report, only those entities subject to FSA regulation. Thus, given current regulation, not all HFTs are required to file transaction reports.8

The FSA dataset provides many variables of interest. It includes a date and time stamp (to the second) of when a trade occurs, the number of shares traded, the counterparty, whether it is a buy or sell trade, and the price at which the trade occurred. Importantly, it includes the user identification (at the firm level) carrying out the trade. Thus, we are able to see precisely which firm is engaging in which trades. The result of the FSA dataset is that we have an accurate measure of HFT activity from EEA-authorised firms in the UK equities asset class. Our sample of the FSA dataset is from 5 November 2007 to 5 August 2011.

HFT activity mainly concentrates in the most liquid stocks, and therefore we restrict our analysis to the 250 stocks with the largest market capitalisation from the FTSE (the FTSE 100 stocks plus the 150 stocks from the FTSE 250 with the highest market capitalisation). For methodological reasons explained in the next section, we group these stocks into seven groups. The seven categories are based on the market capitalisation of the stocks as of 1 November 2007 from Bloomberg and are as follows:


7 The Transaction Report User Pack gives full details of the content http://www.fsa.gov.uk/pubs/other/trup.pdf. In addition, more details are described in Appendix 1.

8 “…not all high frequency traders are currently required to be authorised under MiFID as the exemption in Article 2.1(d) of the framework directive for persons who are only dealing on own account can be used by such traders.” http://ec.europa.eu/internal_market/consultations/docs/2010/mifid/consultation_paper_en.pdf
<table>
<thead>
<tr>
<th>Stock size category</th>
<th>Market capitalisation (1 = largest)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 – 10</td>
</tr>
<tr>
<td>2</td>
<td>11 – 30</td>
</tr>
<tr>
<td>3</td>
<td>31 – 50</td>
</tr>
<tr>
<td>4</td>
<td>51 – 100</td>
</tr>
<tr>
<td>5</td>
<td>101 – 150</td>
</tr>
<tr>
<td>6</td>
<td>151 – 200</td>
</tr>
<tr>
<td>7</td>
<td>201 – 250</td>
</tr>
</tbody>
</table>

Finally, to collect the total daily trading volume for each of the stocks and its market capitalisation we rely on Bloomberg data.

**Execution costs**

We want to look at execution costs because even though raw measures of market liquidity improve over time, this does not necessarily show how institutional investors are affected. Some claim execution costs could be increasing because of HFTs. Possible reasons include HFTs’ ability to more quickly react to public information or that HFTs can detect large orders being worked in the market.

Using the Ancerno dataset, we measure the execution cost with the effective spread of daily institutional traders. The interpretation of our measure is the volume-weighted average price institutional investors pay for a share compared to its true price, the price that prevailed in the market when the sell-side broker received the order. The daily institutional traders’ cost of trading for each stock is $TC_{jt}$,

$$TC_{jt} = \sum_{n=1}^{N} \omega_{jtn} \left[ buy_{jtn} \left( \frac{P_{jtn} - P_{j,t-}}{P_{j,t-}} \right) - 1 \right]$$

where $n$ identifies a specific share traded, $buy_{jtn}$ takes the value one if on day $t$, for stock $j$, share $n$ was bought by the institutional investor, and negative one if the institutional investor sold share $n$; $P_{jtn}$ is the price at which the share $n$ for stock $j$ was traded on day $t$; and $P_{j,t-}$ is the price of stock $j$ at the time the broker received the order; $\omega_{jtn}$ is the volume weight. Following Keim and Madhavan (1995) and Anand, Irvine, Puckett, and Venkataraman (2011), we control for market movements by subtracting the daily return on the FTSE 100 index from an order’s execution cost after accounting for an order’s direction.

Our measure of execution cost focuses solely on market costs (capturing the bid-ask spread, market impact and price drift while executing the order) and does not attempt to account for other trade-related costs, such as brokerage commissions. Note that the execution cost measure can be negative. Negative trading costs have previously been documented in the literature (Keim, 1999). For instance, if an institution desires to buy shares of stock $j$ and stock price decreases between the time the institution gives its broker the order and the time the broker carries out the trade, the transaction would be recorded as having a
negative execution cost. An institution that uses limit orders or follows a contrarian strategy should have negative trading costs. While our $IC$ measure is on average positive, it does occasionally take on negative values.

Table 1 gives summary statistics of our average daily execution cost measure for the 250 stocks and for each of the seven categories. The variance of the daily series is high relative to the mean for all the groups and the variation increases for less liquid stocks. The variation is large enough that we are unable to conclude statistical significance between the means of the different groups.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Median</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>FTSE 1 - 250</td>
<td>0.0026</td>
<td>0.0023</td>
<td>0.0074</td>
</tr>
<tr>
<td>FTSE 1 - 10</td>
<td>0.0019</td>
<td>0.0015</td>
<td>0.0086</td>
</tr>
<tr>
<td>FTSE 11 - 30</td>
<td>0.0028</td>
<td>0.0023</td>
<td>0.0093</td>
</tr>
<tr>
<td>FTSE 31 - 50</td>
<td>0.0022</td>
<td>0.0018</td>
<td>0.0095</td>
</tr>
<tr>
<td>FTSE 51 - 100</td>
<td>0.0019</td>
<td>0.0019</td>
<td>0.0090</td>
</tr>
<tr>
<td>FTSE 101 - 150</td>
<td>0.0017</td>
<td>0.0017</td>
<td>0.0104</td>
</tr>
<tr>
<td>FTSE 151 - 200</td>
<td>0.0020</td>
<td>0.0017</td>
<td>0.0100</td>
</tr>
<tr>
<td>FTSE 201 - 250</td>
<td>0.0015</td>
<td>0.0008</td>
<td>0.0120</td>
</tr>
</tbody>
</table>

Table 1 gives summary statistics of the daily average institutional traders’ execution cost for the FTSE top 250 and each of the seven categories. The daily measure of execution cost is the effective spread of daily institutional traders (Equation 1).

To identify if there is a time trend we smooth the time series. The quarterly averages of the execution costs for all the stocks (Figure 1, left) together with their one year moving average trend (two quarters before and two quarters after) show that the execution costs for institutional investors in UK equities have a decreasing long-term trend between 2003 - 2011. This downward trend was temporally interrupted during the financial crisis with costs increasing. Visually, it is easier to identify the downward trend when excluding the financial crisis (Figure 1, right). We excluded a two-year period, from July 2007 to June 2009. Appendix 2 shows the smoothed time series for each of the seven categories of stocks.

We excluded a two-year period, from July 2007 to June 2009.

The downward trend is significant at the 5% level.
Figure 1 shows the quarterly average of the execution cost for the FTSE top 250 together with its one year moving average trend. In the right hand plot we excluded the financial crisis to better identify the execution costs' downward trend. The daily measure of execution cost is the effective spread of daily institutional traders (Equation 1).

**HFT activity**

As HFT still does not have a common definition, we define which firms primarily engage in HFT based on a couple of criteria. Our primary criterion is based on a definition that HFTs are a subset of Algorithmic Trading (AT) participants that use proprietary capital to generate returns using computer algorithms and low latency infrastructure. Using these criteria, it was agreed which participants of the three major trading venues for UK stocks—LSE, BATS and Chi-X—were HFT firms, based on the platforms’ understanding of the business of the participant. 62 participants were classified as HFTs this way.

An alternative list, for robustness checks, is based on a list of firms that the supervision division of the FSA has identified as firms that engage in HFT. To this list we added firms that the authors know trade frequently, rapidly, and tend to have very tight inventory controls. We also identify HFTs in the FSA dataset based on observed trading patterns, and analyse the reported trading activities of these traders. This second list consists of 25 firms. The results presented in this document are based on the first classification procedure.

Neither approach captures all HFTs. First, if a firm engages in multiple trading activities and HFT is not its primary function (such as large investment banks), we do not consider the firm to be a HFT firm. Second, we miss HFT activity coming from non-authorised firms that are not subject to FSA regulation based on MiFID and do not trade through a broker (who would be regulated).

To corroborate the extent of the coverage of HFT activity in the FSA dataset, we compare the FSA dataset level of HFT activity to the level of HFT activity in a dataset containing trade data from the London Stock Exchange, BATS, and Chi-X for all constituent stocks in the FTSE 100 for 30 trading days in 2010.\(^\text{11}\) This dataset was obtained from the FSA.\(^\text{12}\) While

\(^{11}\) The three trading venues are the primary places on which UK equities trade.
at the beginning of 2010 the FSA data cover between 70% - 80% of HFT trading volume, in August 2010 there is a drop in coverage, and by the end of 2010 our data includes only 40% of HFT volume. The fall can in part be attributed to the fact that we do not observe unregulated HFTs that are direct members of trading venues and some HFTs became direct members at this time. As mentioned before, while we recognise that a factor in the fall in coverage is because some HFTs became direct members, the FSA supervises and ensures that automated market abuse detection techniques are performed by the platforms on all of these trades, and indeed all of their Members' orders and transactions. The transaction reports for the other side of each trade are also collected and monitored. More information about the FSA dataset and the reasons for the discrepancy between the two datasets is given in Appendix 1.

Using the FSA dataset and Bloomberg data, we measure HFT activity ($H_{jt}$) by their degree of daily volume participation for each stock,

$$H_{jt} = \frac{HFTVol_{jt}}{Vol_{jt}}$$

where $HFTVol_{jt}$ is the daily volume traded by the HFTs in stock $j$ on day $t$ and $Vol_{jt}$ is twice the total daily volume traded (once for the buyer and once for the seller) in that same stock $j$ on day $t$.

Note that another measure of HFT daily volume participation, the volume of transactions (or shares traded) where a HFT is on at least one side of the trade divided by the daily total volume, will by definition yield higher estimates than the one used in this paper. If, for example, there were no transactions where HFTs were in both sides of the trade, this measure will be twice our measure. Overall, as shown in Figure 2 – using data from the Tabb Group - measures of HFT activity for Europe have increased during the period.13

---

12 This data has been anonymised at the platform level and aggregated into two categories of trading firms: HFT – Other.

13 http://www.ft.com/cms/s/0/74ace24a-ac00-11e0-b85c-00144feabdc0.html#axzz1oX6Spjlj.
Figure 2 shows that measures of HFT for Europe have increased from 2006 to 2011.

We graph the average HFT activity for each of the seven size categories of FTSE stocks. As we can see in Figure 3, HFT activity increases steadily from the beginning of our sample until the first months of 2009 for the FTSE top 10. During 2009 there is a small reduction in HFT participation followed by a strong increase, particularly from May 2010, which may be partly due to the European debt crisis. At the beginning of August 2010, there is a sudden drop in HFT activity. This drop is mainly caused by HFT participants that changed from sponsored access through regulated brokers to direct access to the trading venues. Afterwards we see a constant level of participation with a slight increase at the end of our sample. We find a similar pattern for the most liquid stocks (FTSE 100), while HFT activity seems to be more constant through time for the less liquid stocks (see Appendix 2).

We do not believe that HFT activity decreased after August 2010 and instead believe the decline is a result of the nature of the FSA dataset. Our measure of HFT activity has sample selection and is understated over time. So the longer term trend of our HFT activity measure, especially after the middle of 2010, is not a fair representation of true HFT activity. We look at short-run changes in HFT activity around technology improvements, as explained in detail in the next section. These short-run changes, over a few weeks, should not be affected by the sample selection. In the statistical analysis we focus only on the data prior to May 2010.
Figure 3 shows the HFT activity as percentage of the total trading volume for the FTSE top 10.

When comparing our measure of HFT activity between the different categories (see Table 2), we find that, as expected, HFTs are most active in the most liquid stocks.

<table>
<thead>
<tr>
<th></th>
<th>Mean (%)</th>
<th>Median (%)</th>
<th>Standard Deviation</th>
<th>Largest observation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FTSE 1 – 250</td>
<td>11.25</td>
<td>11.40</td>
<td>4.05</td>
<td>22.90</td>
</tr>
<tr>
<td>FTSE 1 – 10</td>
<td>22.09</td>
<td>17.06</td>
<td>7.56</td>
<td>42.42</td>
</tr>
<tr>
<td>FTSE 11 – 30</td>
<td>14.55</td>
<td>11.18</td>
<td>4.87</td>
<td>26.48</td>
</tr>
<tr>
<td>FTSE 31 – 50</td>
<td>12.83</td>
<td>8.54</td>
<td>5.29</td>
<td>25.98</td>
</tr>
<tr>
<td>FTSE 51 – 100</td>
<td>10.63</td>
<td>7.32</td>
<td>4.27</td>
<td>20.11</td>
</tr>
<tr>
<td>FTSE 101 - 150</td>
<td>8.15</td>
<td>5.98</td>
<td>3.63</td>
<td>19.33</td>
</tr>
<tr>
<td>FTSE 151 - 200</td>
<td>5.70</td>
<td>4.16</td>
<td>2.59</td>
<td>17.12</td>
</tr>
<tr>
<td>FTSE 201 - 250</td>
<td>4.45</td>
<td>2.60</td>
<td>2.65</td>
<td>15.58</td>
</tr>
</tbody>
</table>

Table 2 gives summary statistics of our measure of HFT activity, daily volume participation, for the FTSE top 250 and each of the seven categories.

**IV. Empirical methodology and results**

In this section we examine the impact of technological upgrades in the London Stock Exchange on HFT activity and the execution cost of institutional investors separately. We present figures of HFT trading and execution costs around the technology change events and we also run panel regressions to examine the effect. Finally, to assess the link between HFT and institutional investors’ execution costs we implement a two-stage least squares regression, though we caution that there are assumptions underpinning this technique which may not hold.
The technological change: exchange latency changes

The technological upgrades we base our analysis on are latency changes by the London Stock Exchange. Given that the changes in network speeds are in milliseconds, the changes will only have a direct impact on computer-based traders. Non-HFT algorithmic traders may be marginally impacted by millisecond latency changes, but arguably those who depend most on speed, HFTs, are the most likely to be affected. In addition, while HFTs may lobby the exchange to decrease its latency, HFTs do not determine exactly when such changes are implemented. As a result, network latency may provide a reasonable shock to HFT activity while having little direct impact on the trading activity of institutional investors. Wagener, Kundisch, Riordan, Rabhi, Herrmann, and Weinhardt (2010) follow a similar approach.

Since 2007 there have been a variety of technology changes at the LSE reducing latency. From the 2011 Annual Report of the London Stock Exchange we collect a list of five technology upgrades during the sample that decrease the latency of the fastest traders from 11 milliseconds to 0.113 milliseconds. The upgrades include the major changes of the TradElect system and the introduction of the Millennium system:

<table>
<thead>
<tr>
<th>System</th>
<th>Implementation date</th>
<th>Latency (Milliseconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TradElect 2</td>
<td>October 31, 2007 (before the sample)</td>
<td>11</td>
</tr>
<tr>
<td>TradElect 3</td>
<td>September 1, 2008</td>
<td>6</td>
</tr>
<tr>
<td>TradElect 4</td>
<td>May 2, 2009</td>
<td>5</td>
</tr>
<tr>
<td>TradElect 4.1</td>
<td>July 20, 2009</td>
<td>3.7</td>
</tr>
<tr>
<td>TradElect 5</td>
<td>March 20, 2010</td>
<td>3</td>
</tr>
<tr>
<td>Millennium</td>
<td>February 14, 2011</td>
<td>.113</td>
</tr>
</tbody>
</table>

We study the implementations of TradElect 3 to 5. Originally, the research design called for the use of all five latency improvements during the sample; however, due to data limitations and market conditions, we are limited to the TradElect 3 to 5 upgrades. The TradElect 2 implementation occurs prior to our dataset and gives us the baseline latency at the onset of our sample. The Millennium implementation occurs during a time in which the fraction of HFT activity captured in the FSA dataset has declined, and the measure may not accurately capture changes in HFT activity. However, there are issues with TradElect 3 and 4.1 as well. TradElect 3 occurred shortly after the Lehman collapse and TradElect 4.1 occurred only a few weeks after TradElect 4.

The impact of the technology change on HFT activity and execution costs

To analyse the impact of technology changes on HFT activity and long-term investors’ execution costs, we examine trading around the technology change events. We graphically compare the levels of the daily average of our HFT activity measure for the FTSE top 250 before and after the latency upgrade implementation change. We plot the time series for a 20-day window, 10 days before and 10 days after the latency change. We use a narrow window to isolate the possible effect of latency changes from other effects due to prevalent
market conditions. We then conduct the same analysis for the execution cost time series. Appendix 3 shows the graphs (the results are similar for a 40-day window, not shown).

The graphs suggest that HFT activity increases after some of the latency changes. The major impact is after TradElect 5. There is also an increase after TradElect 4; however, it is easier to distinguish it when looking at the time series of the seven groups of stocks separately instead of the graph of the FTSE top 250. From the graphs, we see no evidence that the execution cost is affected by the latency changes.

The visual analysis suggests that HFT activity increases after some of the technology changes, while execution costs are unaffected. Next we perform econometric analysis.

We start by studying the effect of exchange latency changes on HFT activity by running the following panel regression using a 20-day window and also a 40-day window around the TradElect implementation:

\[
H_{jt} = a_j + \beta_1^t t + \beta_2^i L_t + vV_{jt} + \epsilon_{jt}
\]  

(3)

where \(H_{jt}\) is our measure of activity by HFTs for stock \(j\) on day \(t\), \(L_t\) is the LSE trading system latency, which starts off at 11 milliseconds and reaches three milliseconds with TradElect 5. \(V_{jt}\) is a control variable: log volume. We use fixed effects at the stock level (\(\omega_j\)) and we allow a linear time trend. Instead of including different coefficients for all the latency variable dependent coefficients, we group stocks into seven groups according to their market capitalisation as described in Section III. The use of seven different betas coefficients (i.e. the superscript \(i\) on the betas take on a value 1 to 7) reduces the amount of variables to be estimated, which is necessary for the individual regressions using short windows around the TradElect implementations, but still allows us to capture the cross-sectional variation in the effect of latency decreases across stocks. We expect highly liquid stocks to be more affected by technology changes. The model is estimated by OLS, and standard errors are clustered in two dimensions, at the stock and day level. The latency variable used implies that, if the change in latency is one millisecond as with TradElect 4, a coefficient of -0.01 translates to an increase in HFT activity that is one percentage point of traded volume.

Additionally, a similar panel regression is run for the stock-day execution costs again using a 20-day window and a 40-day window around the TradElect implementation:

\[
TC_{jt} = \alpha_j + \beta_1^i t + \beta_2^t L_t + vV_{jt} + \epsilon_{jt}
\]

(4)

where \(TC_{jt}\) is the institutional investors’ execution cost for stock \(j\) on day \(t\), and \(L_t\) is the LSE trading system latency. We use the same control variable as in the previous regression (log trading volume (\(V_{jt}\))), allow for fixed effects at the stock level (\(\omega_j\)), and a linear time trend. Seven groups (\(i\)) are used to reduce the parameters estimated while capturing cross-sectional differences.
Results for the 20-day window panel regressions are given in Table 3 for the HFT activity and in Table 4 for the execution cost. Table 7 and 8 in Appendix 4 show the results for the 40-day window.

<table>
<thead>
<tr>
<th>HFT fraction</th>
<th>TradElect 3</th>
<th>TradElect 4</th>
<th>TradElect 4.1</th>
<th>TradElect 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10 days before and after 1 Sep 08</td>
<td>10 days before and after 2 May 09</td>
<td>10 days before and after 20 Jul 09</td>
<td>10 days before and after 20 Mar 10</td>
</tr>
<tr>
<td>LSE latency FTSE 1 - 10</td>
<td>0.0551</td>
<td>1.39</td>
<td>-0.0599</td>
<td>-1.31</td>
</tr>
<tr>
<td>LSE latency FTSE 11 - 30</td>
<td>0.0212</td>
<td>0.67</td>
<td>-0.0470</td>
<td>-1.52</td>
</tr>
<tr>
<td>LSE latency FTSE 31 - 50</td>
<td>-0.0129</td>
<td>-0.41</td>
<td>-0.0383</td>
<td>-2.00</td>
</tr>
<tr>
<td>LSE latency FTSE 51 - 100</td>
<td>0.0122</td>
<td>0.58</td>
<td>-0.0269</td>
<td>-1.46</td>
</tr>
<tr>
<td>LSE latency FTSE 101 - 151</td>
<td>0.0237</td>
<td>2.48</td>
<td>-0.0251</td>
<td>-2.13</td>
</tr>
<tr>
<td>LSE latency FTSE 151 - 200</td>
<td>0.0060</td>
<td>0.56</td>
<td>-0.0155</td>
<td>-1.45</td>
</tr>
<tr>
<td>LSE latency FTSE 201 - 250</td>
<td>0.0103</td>
<td>2.21</td>
<td>-0.0211</td>
<td>-2.62</td>
</tr>
<tr>
<td>Total volume</td>
<td>-0.0100</td>
<td>-0.84</td>
<td>-0.0336</td>
<td>-7.38</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.4569</td>
<td>1.28</td>
<td>1.7029</td>
<td>7.08</td>
</tr>
<tr>
<td>Adj-R Squared</td>
<td>0.767</td>
<td>0.809</td>
<td>0.723</td>
<td>0.850</td>
</tr>
<tr>
<td>N</td>
<td>4700</td>
<td>4546</td>
<td>4540</td>
<td>4432</td>
</tr>
</tbody>
</table>

Table 3 shows the results from a panel regression with stock fixed effects of the fraction of HFT volume on, (i) LSE latency for the seven groups, (ii) total volume traded, and, (iii) a linear time trend for each category (coefficients not shown). The TradElect 4 and 5 latency reductions increase HFT activity, while the results for the other sample periods are inconclusive. The models are estimated by OLS and standard errors are double clustered at the stock and day level.

<table>
<thead>
<tr>
<th>Execution cost</th>
<th>TradElect 3</th>
<th>TradElect 4</th>
<th>TradElect 4.1</th>
<th>TradElect 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10 days before and after 1 Sep 08</td>
<td>10 days before and after 2 May 09</td>
<td>10 days before and after 20 Jul 09</td>
<td>10 days before and after 20 Mar 10</td>
</tr>
<tr>
<td>LSE latency FTSE 1 - 10</td>
<td>-0.00504</td>
<td>-0.87</td>
<td>-0.00332</td>
<td>-1.12</td>
</tr>
<tr>
<td>LSE latency FTSE 11 - 30</td>
<td>0.00175</td>
<td>0.32</td>
<td>0.00533</td>
<td>2.29</td>
</tr>
<tr>
<td>LSE latency FTSE 31 - 50</td>
<td>0.00295</td>
<td>0.88</td>
<td>-0.00662</td>
<td>-0.24</td>
</tr>
<tr>
<td>LSE latency FTSE 51 - 100</td>
<td>0.00681</td>
<td>1.43</td>
<td>-0.00268</td>
<td>-0.98</td>
</tr>
<tr>
<td>LSE latency FTSE 101 - 151</td>
<td>0.00541</td>
<td>1.16</td>
<td>-0.00273</td>
<td>-0.72</td>
</tr>
<tr>
<td>LSE latency FTSE 151 - 200</td>
<td>-0.00421</td>
<td>-0.82</td>
<td>-0.00993</td>
<td>-0.22</td>
</tr>
<tr>
<td>LSE latency FTSE 201 - 250</td>
<td>-0.00015</td>
<td>-0.03</td>
<td>-0.00899</td>
<td>-1.59</td>
</tr>
<tr>
<td>Total volume</td>
<td>0.00112</td>
<td>0.89</td>
<td>0.00107</td>
<td>0.91</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.02353</td>
<td>0.66</td>
<td>-0.00365</td>
<td>-0.12</td>
</tr>
<tr>
<td>Adj-R Squared</td>
<td>0.104</td>
<td>0.126</td>
<td>0.110</td>
<td>0.231</td>
</tr>
<tr>
<td>N</td>
<td>2189</td>
<td>2433</td>
<td>2362</td>
<td>1159</td>
</tr>
</tbody>
</table>

Table 4 shows the results from a panel regression with stock fixed effects of the execution cost of institutional investors on, (i) LSE latency for the seven groups, (ii) total volume traded, and, (iii) a linear time trend for each category (coefficients not shown). The results for all the sample periods are inconclusive. The models are estimated by OLS and standard errors are double clustered at the stock and day level.

TradElect 4 and 5, the two upgrades that do not suffer from data issues, have an impact on HFT activity. For TradElect 4 all coefficients are negative; three groups are significantly
negative at the 5% level. For TradElect 5 the three groups covering the largest stocks are significantly smaller than zero (at the 5% level). This indicates that HFT activity increases after a technology upgrade on the London Stock Exchange. After the one millisecond improvement in minimum latency by TradElect 4, HFT activity jumps up by two to four percentage points. The 0.7 millisecond improvement of TradElect 5 increases the share of HFT activity by two to seven percentage points. TradElect 3 and 4.1 do not impact HFT activity, likely due to the issues described above. Note that the control, total trading volume, is significantly different from zero for TradElect 4, 4.1 and 5. A larger total trading volume decreases the share of HFT participation. The estimates for the time trends are not shown in Table 3, but are available upon request from the authors.

Table 4 confirms that there is no statistically significant relationship between the technology changes and execution costs for the 20-day sample windows. As mentioned previously, our lack of result is driven in part because the noisiness of our execution cost variable makes it difficult to measure changes in this variable. To ensure that our results are not an artefact of our particular variable and model specifications, we run a set of robustness checks that are available from the authors upon request. Similar results are obtained using a 40-day window. The results are robust to different specifications of latency like log latency and 1/latency. Excluding volume or the linear trend from the regression specification reduces the $R^2$ and significance, but has no impact on signs of our variables of interest. Additionally, we run placebo tests using four randomly chosen dates away from our current dates and none show equivalent results to what we find for the four actual changes.

**The two-stage least square approach**

Our aim is to assess the impact HFT has on institutional investors’ execution costs. Correlation is not causation, of course, and so we cannot draw conclusions about the causal impact of HFT by simply looking at the association between HFT activity and execution costs. First, some third factor could drive both HFT activity and execution costs. For example, during the period in question, fundamentals, or aspects of the financial crisis, could cause greater uncertainty that both causes HFT market makers to trade more and causes spreads and execution costs to increase. Second, a correlation between HFT activity and execution costs could be because execution costs affect HFT participation and not the other way around.

One well-known approach to get around the endogeneity problem is to find a variable that satisfies two conditions. First, the variable is correlated with HFT activity. Second, the variable is not correlated with execution costs except through its relationship to HFT activity. Such a variable is known as an ‘instrument.’ The second condition, which is important, is known as the ‘exclusion restriction.’

The economic method for conducting an instrumental variables regression is known as ‘two-stage least squares’ (2SLS) and consists of two regressions. In the first stage, HFT activity is regressed on the instrument and some control variables to find the relationship between the instrument and HFT activity. In the second stage, we use the outcomes of the first stage to isolate a component of HFT activity that is independent of execution costs. We regress execution costs on this predicted component of HFT activity and control variables. The coefficient on HFT activity in the second stage is the causal effect of HFT activity on
execution costs. If the exclusion restriction holds, this coefficient is an unbiased estimator for this causal effect.

To conduct our 2SLS regression, in the first stage we regress the level of HFT activity at the stock-day level on a variable capturing the speed change in the London Stock Exchange’s systems to handle electronic messages and relevant control variables, as defined in equation 3. The model is first estimated from November 2007, the beginning of our sample period, until the end of April 2010, when sudden changes in our HFT activity measure begin. For this regression, we use a cubic trend and an additional control variable: a dummy for the short sale ban (bt). Additionally, the model is estimated for 20-day windows around the four TradElect upgrades separately.

In the second stage, we use the estimated proxy for HFT activity from the first stage in a regression with the dependent variable being the stock-day execution costs of a set of firms included in the Ancerno dataset, i.e.

\[
TC_{jt} = \alpha_j + \beta_i t + \theta \hat{H}_{jt} + \nu V_{jt} + \delta b_t + \varepsilon_{jt}
\]  
(5)

where \( TC_{jt} \) is the institutional investors’ execution cost for stock \( j \) on day \( t \), and \( \hat{H}_{jt} \) is the predicted measure of HFT activity from the first stage regression. We use the same control variables as in the first stage regression (log trading volume (\( V_{jt} \)), and a dummy for the short sale ban (\( b_t \)) put into place shortly after the Lehman collapse for the regression on the whole sample period), allow for fixed effects at the stock level (\( \omega_j \), and a linear time trend (a cubic trend on the whole sample regression). Again seven groups (\( i \)) are distinguished to reduce the number of variables to be estimated, but still are able to capture differences in the cross-section.

Table 5 summarises the results from our first stage regressions. The point estimates for reductions in LSE latency are negative for all seven groups for the sample covering TradElect 3 to 5. However, statistically the coefficients for most groups are not different from zero even at a ten percent significance level. As indicated above, this is most likely due to the unusual market conditions during the period from mid-2008 to mid-2009 combined with the relatively minor changes introduced with TradElect 4.1. To get around these problems we focus on 20-day windows around the technology upgrades and estimate them independently. Table 5 also shows the results for 20-day windows around the TradElect implementations. The instrument appears to be valid for TradElect 4 and TradElect 5 as expected from the results of the previous section.
First stage

<table>
<thead>
<tr>
<th>HFT fraction</th>
<th>All 4 upgrades</th>
<th>TradElect 3</th>
<th>TradElect 4</th>
<th>TradElect 4.1</th>
<th>TradElect 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5 Nov 07 to 30 Apr 10</td>
<td>10 days before and after 1 Sep 08</td>
<td>10 days before and after 2 May 09</td>
<td>10 days before and after 20 Jul 09</td>
<td>10 days before and after 20 Mar 10</td>
</tr>
<tr>
<td>LSE latency FTSE 1 - 10</td>
<td>-0.0036</td>
<td>-0.60</td>
<td>0.0314</td>
<td>1.36</td>
<td>-0.0268</td>
</tr>
<tr>
<td>LSE latency FTSE 11 - 30</td>
<td>-0.0038</td>
<td>-0.80</td>
<td>0.0114</td>
<td>0.40</td>
<td>-0.0537</td>
</tr>
<tr>
<td>LSE latency FTSE 31 - 50</td>
<td>-0.0154</td>
<td>-2.88</td>
<td>0.0185</td>
<td>-0.63</td>
<td>-0.0422</td>
</tr>
<tr>
<td>LSE latency FTSE 51 - 100</td>
<td>-0.0118</td>
<td>-2.74</td>
<td>0.0078</td>
<td>0.41</td>
<td>-0.0338</td>
</tr>
<tr>
<td>LSE latency FTSE 101 - 151</td>
<td>-0.0076</td>
<td>-1.73</td>
<td>0.0259</td>
<td>2.93</td>
<td>-0.0306</td>
</tr>
<tr>
<td>LSE latency FTSE 151 - 200</td>
<td>0.0017</td>
<td>0.41</td>
<td>0.0024</td>
<td>0.39</td>
<td>-0.0142</td>
</tr>
<tr>
<td>LSE latency FTSE 201 - 250</td>
<td>-0.0013</td>
<td>-0.32</td>
<td>0.0109</td>
<td>1.94</td>
<td>-0.0266</td>
</tr>
<tr>
<td>Total volume</td>
<td>-0.0165</td>
<td>-8.94</td>
<td>-0.0080</td>
<td>-0.46</td>
<td>-0.0399</td>
</tr>
<tr>
<td>Ban dummy</td>
<td>0.0002</td>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.5003</td>
<td>13.29</td>
<td>0.0653</td>
<td>0.30</td>
<td>1.1519</td>
</tr>
<tr>
<td>Adj-R Squared</td>
<td>0.586</td>
<td>0.771</td>
<td>0.721</td>
<td>0.626</td>
<td>0.838</td>
</tr>
<tr>
<td>N</td>
<td>67115</td>
<td>2184</td>
<td>2433</td>
<td>2362</td>
<td>1159</td>
</tr>
</tbody>
</table>

Table 5 shows the results from a panel regression with stock fixed effects of the fraction of HFT volume on (i) LSE latency, (ii) total volume traded, (iii) a short sale ban dummy, and, (iv) linear time trends for each category and a cubic trend for the whole sample regression (coefficients not shown). The TradElect 4 and 5 latency reductions increase HFT activity, while the results for the other sample periods are inconclusive. The models are estimated by OLS, and standard errors are double clustered at the stock and day level.
The results for the second stage are presented in Table 6. There is no relation between the instrumented HFT activity variable and execution costs for the 20-day sample windows around TradElect 4 and 5. The coefficient on $\hat{H}'$ activity is not statistically significant.\textsuperscript{14}

Here we also run a set of robustness checks as in the previous section regressions. We also estimate the model for 40-day windows obtaining similar results (available upon request). Pooling the four windows around the technology changes in a single regression does not materially change our findings. And forming seven portfolios based on size with the same definition as the groups above and performing the analysis on seven portfolios instead of 250 stocks does not change our findings. Details about the pooled and portfolio regressions and the results can be found in Appendix 5.

In summary, we find no clear evidence that HFT has been beneficial or detrimental for institutional investors. However, these results should be interpreted with some caution. They are based on two events. To improve the robustness of these results it would be useful to include data on HFT activity from other sources so that the analysis covers non-regulated HFT firms as well. We would also like to include alternative sources of variation in HFT activity that might be argued to be exogenous, at least in the short run, such as further changes in trading venue technology, changes in HFT firms’ hardware, HFT firms’ software outages or HFT firm co-location dates. Our analysis would also benefit from additional measures of institutional investor trading costs.

\begin{table}[h]
\centering
\begin{tabular}{|l|cc|cc|}
\hline
 & \multicolumn{2}{c|}{TradElect 4} & \multicolumn{2}{c|}{TradElect 5} \\
\hline
T-Cost & Coef. & z-stat & Coef. & z-stat \\
\hline
Predicted HFT & 0.0151 & 0.44 & -0.0054 & -0.23 \\
Total volume & 0.0019 & 1.37 & 0.0008 & 0.63 \\
Intercept & -0.0281 & -1.12 & -0.0109 & -0.49 \\
Adj-R Squared & & & 0.0018 & 0.0058 \\
N & & & 2433 & 1159 \\
\hline
\end{tabular}
\caption{Second stage regression results for execution costs.}
\end{table}

Table 6 shows the result from the second stage a 2SLS regression of execution costs on instrumented HFT activity, total trading volume, and linear time trends (omitted from the table). There is no relation between execution costs and HFT activity.

\section*{V. Looking forward}

What does the future hold for high-frequency trading, financial markets, and institutional investors? Of course there is a great deal of uncertainty as to how markets and market participants will evolve over the next ten years. Here, we try to provide some insights into possible developments in the future.

Execution costs are comprised of bid-ask spreads, commissions, and clearing and settlement costs. These reflect other indirect costs such as human capital and infrastructure. Evidence in the Foresight driver reviews indicates that the advent of HFT has coincided with a decline

\textsuperscript{14} Since the instrument is contaminated for TradElect 3 and 4.1, the second stage results are omitted from Table 6.
in bid ask spreads and commissions (see for example Friederich and Payne, 2011) and a decline in clearing fees (Menkveld, 2011).

It is possible execution costs in ten years could continue to decrease for a variety of reasons. First, new entries may trigger price wars that end up with further reductions in clearing fees, as was the case when Chi-X began operations in the Dutch market (Friederich and Payne, 2011). Second, advances in technology such as the ones described in Cliff, Brown, and Treleaven (2011) might imply lower transactions costs. Cliff (2011) states:

The primary impact of cloud computing on activities in the financial markets in the next ten years will not be in the provision of computing facilities that automate execution, but rather in the ability of the cloud to provide cheap, elastically scalable, high-performance computing (HPC). ... The convergence of cheap computer-power, statistically sophisticated and computationally intensive trading strategies, fast automated execution via STP, and DMA, means that in the last two or three years it has become commonplace for market participants to seek counterparties to a transaction electronically, identify a counterparty, and then execute the transaction, all within a small number of seconds.

These changes in technology might lower barriers to entry. Additional market players could appear in the sector, which may offer lower commissions than those that currently exist. Moreover, new market players established in countries with lower operating costs could offer the same level of services at a lower price. In addition, new regulations fostering competition could increase competition for volume on a global scale, with a potential reduction of commissions charged by exchanges as more and more participants enter the market and compete for volume.

On the other hand, there are factors that may increase execution costs in the future.

First, “…[n]ew forms of manipulation, such as algorithms programmed to take advantage of other algorithms, can raise trading costs and move prices away from efficient levels” (Linton and O’Hara, 2011). Also, as observed in Menkveld (2011), “High-frequency traders overinvest in technology relative to a social optimum if the main motivation is to be ahead of rival HFTs when trading on a publicly observed signal.” Some advances in technology (e.g. silicon encrypted algorithms and adaptive algorithms) might lead to a costly race to acquire the latest technology.

Government intervention may also increase execution costs for institutional investors. A new tax is one example, for instance. There could be an implementation of a tax on trading that would increase the costs of commissions. In addition, regulation could be passed that fosters single-exchange markets as opposed to more competitive, but fragmented, markets. Under such a scenario, commissions could be higher in the future, at least for transactions in assets with a lower possibility of price comparison by market participants and end-customers.

The continual development of technology in financial markets could increase technology requirements, and hence costs, of trading. In addition, new technological developments might involve big upfront fixed costs, generating higher barriers to entry. Moreover, companies within the sector with enough financial means could prevent their competitors
from accessing cutting-edge technology, either by entering into exclusivity contracts with technology providers or by directly acquiring players within the technology space, to the extent economically possible. This might increase execution costs. However, execution costs could still trend downwards, particularly in a market environment where competition is still fostered.

Technological advances and a potential increase in the level of automation of trading in financial markets could result in positive effects of these advances being captured by a particular subset of asset classes, or even different components of the same asset class, e.g. large-caps vs. small-caps within the equities asset class. If this is the case, liquidity provision could shift away from certain assets to others, leading to a potential increase in bid-ask spreads for some assets but a decrease for others.

An increased level of competition and entry could increase the risk of financial instability in the system. The potential higher risk for market makers and systemic risk in general could be translated into higher returns expected by market makers for their services, and hence higher bid ask spreads.

Transaction costs in general might also increase if liquidity spikes become more prevalent. According to Menkveld (2011),

A recent study shows that investors increasingly care about tail risk in liquidity supply as evidenced by higher required returns. Menkveld and Wang (2012) measure such ‘tail risk’ by identifying liquidity leaks, or short, lique leaks, through estimation of a regime-switching model. A lique leak is defined as the event that an investor finds the stock in a very poor liquidity state for more than a week. In the cross-section, a one standard deviation increase in lique leak probability commands an additional annual premium of 1.33% based on a 1963-2008 sample of 2147 U.S. equities. More importantly, the lique leak premium increased over time. ... Transaction cost declined on average yet appears to feature more frequent and more extreme spikes when migrating to electronic trading. The 2010 May 6 flash crash is a dramatic example. A recent study shows that tail risk in liquidity supply seems to increasingly matter to investors. They command a premium for it which raises the cost of capital for the issuing firm.

These liquidity famines might lead to bigger bid-ask spreads.

VI. Conclusion
One of the more important questions regarding any new development in financial market microstructure is its impact on transaction costs. If transaction costs are low, market participants are better able to hold the assets most suited to them, and informed participants are more able to trade on their private information and impound it into asset prices.

High-frequency trading has quickly become a term known to the general public. The idea of computers running financial markets has raised concerns among other market participants, the media, regulators, academics, and the general public. One of these concerns is that HFT has increased execution costs, a component of transaction costs, at least for some market participants.
There is a small, but growing literature trying to understand the role HFTs are having on financial markets. This paper adds to that literature by addressing an open question, whether HFT activity increases or decreases institutional investor execution costs.

We show that in the UK, like in the US, there has broadly been a decrease in institutional execution costs over the last decade. This trend, however, was interrupted by the financial crisis, which caused execution costs to increase between mid-2007 and mid-2009.

The rise of HFT could be associated with an increase, decrease, or no change in institutional investor trading costs. We find an association between the major latency changes made by the London Stock Exchange and HFT activity but no measurable association between these latency changes and our measure of execution costs. Assuming that these technology changes only affect institutional trading costs through their effect on HFT, we use the technology shocks as an instrumental variable and find again that as HFT increases, execution costs are unchanged. The two stage least squares approach we implement reduces the problem of endogeneity, if the assumption on the exclusion restriction is valid, that makes answering the question of causation difficult. As we do see an increase in HFT activity but no concomitant change in execution costs, we fail to observe a relationship between HFT and institutional execution costs.

In part this lack of finding is driven by the noisiness of our (standard) measure of execution costs and the fact that we examine two events where HFT increases for a short time. Our work is ongoing and, with more time, we will develop the study. Future work could usefully attempt to extend the analysis to additional measures of trading cost and to cover more events or examine other outcome measures such as market spreads and HFT profits.
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Appendix 1: The FSA data

The data and the cleaning procedure

We use a proprietary dataset to identify and measure HFT activity. The dataset, ‘Sabre II’, is held at the Financial Services Authority (FSA) and consists of all the transaction reports from 5 November 2007 to 5 August 2011. By regulation, firms must report (European legislation (MiFID) and Chapter 17 of the FSA Handbook) certain details of their executed transactions by the end of the following business day.

Each report gives the date and trading time of the transaction, the name of the instrument and its type, price, currency, quantity and whether it was a buy or a sell. It also indicates who conducted the transaction (the reporting firm), with whom (counterparty 1), and in the case of an agency trade, on behalf of whom (counterparty 2). It also discloses the name of the trading platform on which the transaction was made or whether it was off-exchange. Sabre II contains transactions on different types of financial instruments (e.g. equity, bonds, futures, options). We focus on cash equity. A detailed description of the content of the transaction reports can be found in the FSA’s Transaction Reporting User Pack.

To calculate our measure of HFT activity we consider all the transaction reports where a HFT firm reports a principal transaction or is reported as counterparty 1 or counterparty 2. Given current regulation, not all HFT firms are required to report. By considering counterparties reported with known codes (Business Identifier Codes (BIC)), we can identify part of this unregulated HFT activity. If counterparties are reported with a reporting firm’s own internal codes we are unable to distinguish them.\textsuperscript{15}

From the sample period, we remove bank holidays, Christmas Eve, and New Year’s Eve. We also restrict the sample to the trading venues’ opening hours (8am – 4:30pm) and exclude transactions done off-market.

In the dataset one transaction may be reported twice, once from the buyer side and once from the seller side, so we clean the data to avoid double counting. If a HFT firm reports a trade and the same HFT firm is also reported as counterparty in the opposite trade, we only keep one of the reports. We also disregard any duplicated reports.

Finally we focus on the reported volumes and remove extreme values. We use three different methods to define extreme values: 1) trimming trades in the top 5% of size for a given stock, 2) trimming all trades with a size larger than four times the standard deviation above the mean, and, 3) trimming all trades with a size larger than one and one-half times the inter-quartile range above the third quartile. The results presented in the paper are based on the first method.

\textsuperscript{15} Further work could be done to identify the internal codes referring to HFT firms to improve our measure of HFT activity.
Matching the FSA data with external datasets

To corroborate the extent of the coverage of HFT activity in the FSA dataset, we compare the FSA dataset level of HFT activity to the level of HFT activity in a dataset containing trade data from the London Stock Exchange, BATS, and Chi-X for all constituent stocks in the FTSE 100 for 30 trading days in 2010. This dataset was obtained from the FSA. In the days we have available at the beginning of 2010 between 70% - 80% of HFT trading volume is covered in the FSA dataset; by the end of 2010 it captures only 40% of it. The coverage falls as several unregulated HFT firms moved from trading through regulated brokers to becoming direct members of trading venues.

We believe the reason for the remaining discrepancy may be due to the reporting differences between the two datasets, misreporting or/and the increase in activity by non-UK-regulated HFTs.

The London Stock Exchange, BATS, and Chi-X dataset gives all trades executed from 11:30 to 15:30. In the FSA dataset firms must strive to capture the trading time correctly but there are several reasons why the reported time may not be the traded time. The volume captured in the FSA dataset compared to the platforms’ data may be underestimated because of this fact.

Misreporting can also be a cause of discrepancy between both datasets. The comparison will be affected if the firm code, the counterparty code, the instrument, the venue, the transaction time or the quantity is misreported.

Finally, not all HFTs must be authorised under MiFID, and those that are not do not need to report. We can capture part of their activity if they are reported as counterparties using their BIC. However, we will miss all the trades where these firms are reported with the reporting firm’s internal codes or when they trade directly with the trading venues.

---

16 This data has been anonymised at the platform level and aggregated into two categories of trading firms: HFT – Other.

17 For example, if the trading time is unknown, the default time is 00:01:00. If an external broker fills one order in several transactions, the time reflects the time when the firm becomes the beneficial owner. If the reporting firm executes a client’s order as a riskless principal and holds the order on its book until the order is complete, the transaction is booked at the time agreed with the client. More details can be found in the FSA’s Transaction Reporting User Pack.
Appendix 2: Execution cost and HFT activity graphs

Here we plot the quarterly averages of the execution costs for each category in which we divided the 250 FTSE stocks together with their one year moving average trend (two quarters before and two quarters after). The quarterly averages are based on the daily measure of execution cost - the effective spread of daily institutional traders (Equation 1). We also graph the average HFT activity for each of these seven categories.

*Execution costs*

![Graph of execution costs for FTSE Top 250](image)

![Graph of execution costs for FTSE 1-10](image)
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Appendix 3: Graphs around the technology change events

Here we compare the levels of the volume-weighted HFT activity measure for the FTSE top 250 before and after each of the four latency changes. We plot the time series 10 days before and 10 days after the latency change. We look at a narrow window to try to isolate the possible effect of latency changes from other effects due to prevalent market conditions. The same analysis is done for the execution cost time series.
The major impact on HFT activity seems to be after TradElect 5. There is also an increase after TradElect 4, however, it is easier to distinguish it when looking at the time series of the seven groups of stocks instead of just the FTSE top 250. Here we present the graph for group three, FTSE 31-50, where the impact is more evident. The other graphs can be requested from the authors.
Appendix 4: 40-day window regressions

The results of the 40-day window panel regression are shown here. Table 7 studies the impact of the technology changes on the HFT activity and Table 8 the impact of the technology changes on institutional investors’ execution costs.

<table>
<thead>
<tr>
<th>HFT fraction</th>
<th>TradElect 3</th>
<th>TradElect 4</th>
<th>TradElect 4.1</th>
<th>TradElect 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coef.</td>
<td>z-stat</td>
<td>Coef.</td>
<td>z-stat</td>
</tr>
<tr>
<td>LSE latency FTSE 1-10</td>
<td>0.01555</td>
<td>0.45</td>
<td>-0.04420</td>
<td>-2.11</td>
</tr>
<tr>
<td>LSE latency FTSE 11-30</td>
<td>-0.01076</td>
<td>-0.42</td>
<td>-0.02161</td>
<td>-1.20</td>
</tr>
<tr>
<td>LSE latency FTSE 31-50</td>
<td>-0.02530</td>
<td>-1.04</td>
<td>-0.02879</td>
<td>-2.38</td>
</tr>
<tr>
<td>LSE latency FTSE 51-100</td>
<td>0.00492</td>
<td>0.29</td>
<td>-0.01447</td>
<td>-1.27</td>
</tr>
<tr>
<td>LSE latency FTSE 101-151</td>
<td>0.01524</td>
<td>1.55</td>
<td>-0.01465</td>
<td>-1.86</td>
</tr>
<tr>
<td>LSE latency FTSE 151-200</td>
<td>0.00544</td>
<td>0.60</td>
<td>0.00561</td>
<td>0.66</td>
</tr>
<tr>
<td>LSE latency FTSE 201-250</td>
<td>0.00396</td>
<td>0.67</td>
<td>-0.00097</td>
<td>-0.13</td>
</tr>
<tr>
<td>Total volume</td>
<td>-0.01455</td>
<td>-2.25</td>
<td>-0.03342</td>
<td>-9.77</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.74764</td>
<td>2.65</td>
<td>1.60962</td>
<td>14.73</td>
</tr>
<tr>
<td>Adj-R Squared</td>
<td>0.748</td>
<td>0.80</td>
<td>0.625</td>
<td>0.838</td>
</tr>
<tr>
<td>N</td>
<td>9397</td>
<td>9096</td>
<td>9080</td>
<td>8872</td>
</tr>
</tbody>
</table>

Table 7 shows the results from a panel regression with stock fixed effects of the fraction of HFT volume on, (i) LSE latency for the seven groups, (ii) total volume traded, and, (iii) a linear time trends for each category (coefficients not shown). The TradElect 4 and 5 latency reductions increase HFT activity, while the results for the other sample periods are inconclusive. The models are estimated by OLS and standard errors are double clustered at the stock and day level.
Table 8 shows the results from a panel regression with stock fixed effects of the execution cost of institutional investors on, (i) LSE latency for the seven groups, (ii) total volume traded, and, (iii) a linear time trend for each category (coefficients not shown). The results for all the sample periods are inconclusive. The models are estimated by OLS and standard errors are double-clustered at the stock and day level.
Appendix 5: Alternative regression specifications

**Pooled regression**

To increase the power of the event-based regressions, we pool the four events into a single regression. The basic 2SLS regression setup as described in Equations 3 and 5 does not change. However, to limit the number of coefficients that need to be estimated we restrict the slope coefficients on the seven different groups to be the same. Instead we allow for different levels of HFT activity for the four windows,

\[
H_{jt} = \alpha_j + w_k + \beta_j^i L_{tk} + \nu V_{jt} + \epsilon_{jt} \tag{6}
\]

\[
TC_{jt} = \alpha_j + w_k + \theta \hat{H}_{jt} + \nu V_{jt} + \epsilon_{jt} \tag{7}
\]

where \( k \) runs from one to four, \( w \) is a window dummy, \( t \) is defined in event time (one to 20) and \( L_{tk} \) refers to changes in latency in event time (not calendar time). The results are summarized in Tables 9 and 10.
Portfolio regressions

To reduce noise in the HFT and execution cost measures, the 2SLS regressions are run on seven portfolios instead of 250 stocks. The portfolios are formed by size as defined in Section III. Within each portfolio HFT activity and execution costs are weighted by volume. The regression setup, as described in Equations 3 and 5, does not change with the exception that variables are now defined on the portfolio level ($i=1,...,7$) rather than on the individual stock level ($j=1,...,250$):

\[ H_{it} = \alpha_i + \beta_1^i t + \beta_4^i L_t + vV_{it} + \delta b_t + \varepsilon_{it} \]  \hspace{1cm} (8)

\[ TC_{it} = \alpha_i + \beta_1^i t + \theta \hat{H}_{it} + vV_{it} + \delta b_t + \varepsilon_{it}. \] \hspace{1cm} (9)

The results are summarized in Tables 11 and 12.

Table 9: Pooled regression first stage

<table>
<thead>
<tr>
<th>First stage</th>
<th>Second stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>HFT fraction</td>
<td>T-Cost</td>
</tr>
<tr>
<td>LSE latency FTSE 1 - 10</td>
<td>-0.0116</td>
</tr>
<tr>
<td>LSE latency FTSE 11 - 30</td>
<td>-0.0112</td>
</tr>
<tr>
<td>LSE latency FTSE 31 - 50</td>
<td>-0.0032</td>
</tr>
<tr>
<td>LSE latency FTSE 51 - 100</td>
<td>-0.0012</td>
</tr>
<tr>
<td>LSE latency FTSE 101 - 151</td>
<td>-0.0082</td>
</tr>
<tr>
<td>LSE latency FTSE 151 - 200</td>
<td>-0.0008</td>
</tr>
<tr>
<td>LSE latency FTSE 201 - 250</td>
<td>-0.0051</td>
</tr>
<tr>
<td>Total volume</td>
<td>-0.0259</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.3416</td>
</tr>
<tr>
<td>Adj-R Squared</td>
<td>0.506</td>
</tr>
<tr>
<td>N</td>
<td>8138</td>
</tr>
</tbody>
</table>

Table 10: Pooled regression second stage

<table>
<thead>
<tr>
<th>HFT-hat</th>
<th>Total volume</th>
<th>Intercept</th>
<th>Adj-R Squared</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.0203</td>
<td>0.0004</td>
<td>0.0199</td>
<td>0.0306</td>
<td>8138</td>
</tr>
</tbody>
</table>

Table 11: Pooled regression second stage
### First stage

<table>
<thead>
<tr>
<th>HFT fraction</th>
<th>4 upgrades</th>
<th>TradElect 3</th>
<th>TradElect 4</th>
<th>TradElect 4.1</th>
<th>TradElect 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coef.</td>
<td>z-stat</td>
<td>Coef.</td>
<td>z-stat</td>
<td>Coef.</td>
</tr>
<tr>
<td>LSE latency FTSE 1 - 10</td>
<td>-0.0033</td>
<td>-1.59</td>
<td>0.0423</td>
<td>3.65</td>
<td>0.0059</td>
</tr>
<tr>
<td>LSE latency FTSE 11 - 30</td>
<td>-0.0096</td>
<td>-3.06</td>
<td>0.0013</td>
<td>0.06</td>
<td>-0.0251</td>
</tr>
<tr>
<td>LSE latency FTSE 31 - 50</td>
<td>-0.0120</td>
<td>-5.15</td>
<td>-0.0413</td>
<td>-2.08</td>
<td>-0.0252</td>
</tr>
<tr>
<td>LSE latency FTSE 51 - 100</td>
<td>-0.0073</td>
<td>-3.92</td>
<td>0.0151</td>
<td>1.18</td>
<td>-0.0269</td>
</tr>
<tr>
<td>LSE latency FTSE 101 - 151</td>
<td>-0.0081</td>
<td>-5.72</td>
<td>0.0042</td>
<td>0.32</td>
<td>-0.0331</td>
</tr>
<tr>
<td>LSE latency FTSE 151 - 200</td>
<td>-0.0023</td>
<td>-1.71</td>
<td>0.0130</td>
<td>1.21</td>
<td>-0.0047</td>
</tr>
<tr>
<td>LSE latency FTSE 201 - 250</td>
<td>-0.0010</td>
<td>-0.70</td>
<td>-0.0028</td>
<td>-0.23</td>
<td>-0.0189</td>
</tr>
<tr>
<td>Total volume</td>
<td>-0.0016</td>
<td>-0.42</td>
<td>0.0353</td>
<td>1.67</td>
<td>-0.0170</td>
</tr>
<tr>
<td>Ban dummy</td>
<td>-0.0032</td>
<td>-0.78</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.0601</td>
<td>0.79</td>
<td>-0.7804</td>
<td>-1.86</td>
<td>0.5373</td>
</tr>
</tbody>
</table>

| Adj-R Squared | 0.838 | 0.871 | 0.898 | 0.828 | 0.940 |
| N             | 4337  | 140   | 140   | 140   | 139   |

Table 11: Portfolio regressions first stage

### Second stage

<table>
<thead>
<tr>
<th>T-Cost</th>
<th>4 upgrades</th>
<th>TradElect 4</th>
<th>TradElect 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coef.</td>
<td>z-stat</td>
<td>Coef.</td>
</tr>
<tr>
<td>HFT-hat</td>
<td>-0.0136</td>
<td>-0.28</td>
<td>-0.0314</td>
</tr>
<tr>
<td>Total volume</td>
<td>0.0010</td>
<td>2.53</td>
<td>0.0042</td>
</tr>
<tr>
<td>Ban dummy</td>
<td>0.0006</td>
<td>1.37</td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>-0.0185</td>
<td>-2.42</td>
<td>-0.0757</td>
</tr>
<tr>
<td>Adj-R Squared</td>
<td>0.0011</td>
<td></td>
<td>0.0325</td>
</tr>
<tr>
<td>N</td>
<td>4337</td>
<td>140</td>
<td>140</td>
</tr>
</tbody>
</table>

Table 12: Portfolio regressions second stage